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More info available at . . .
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https://openworks.mdanderson.org/biostatistics_adventures/
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Bayesian Adaptive Clinical Trials over Time

Vox Clamantis in Deserto



Why Bayes? Top 5 reasons

1. Continual learning/adapting
2. Predictive probabilities
3. Longitudinal modeling of disease
4. Decision analysis
5. Hierarchical modeling



De Facto Characteristics of Bayesian Adaptive
• Ask many questions in same trial:

– What doses? duration? combination therapies?
– For which patients?
– What treatments work?
– Longitudinal outcomes?
– Go to phase 3?

• Get answers faster
• Better treatment of patients in trials
• Need for simulation
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Bayesian updating

• Paired observations, T vs C

• p = P(S) = P(T wins)

• H0: p = 1/2

• Data: SSFSS FSSSF



Prob:
2/3

Prob:
1/3

Presenter Notes
Presentation Notes
The first figure shows the prior density, which for expository reasons I’ve taken to be uniform, or beta(1, 1). [BUILD] After an S, the prior density is multiplied by p, which is the probability of the observed S, to give a beta(2, 1) density. [BUILD] Then another S gives a beta(3, 1) density. [BUILD] Updating for an F means multiplying the previous density by 1-p, the probability of the observed F. So after three observations the current information about p is given by a beta(3, 2) density (the one in the upper right corner).

And so on. [7 BUILDS] After 10 observations we arrive at the density labeled “Final,” which is a beta(8, 4). This is “where we are.” But “whither are we tending”? The simplest such question is: where will we be after the next observation? There are two possibilities, shown in the last panel [BUILD]: either beta(9, 4), if the 11th observation is an S, or beta(8, 5) if it is an F.

A neat thing about the Bayesian approach is that it allows one to calculate the probabilities of these two distributions, based on one’s current information. Namely, iterated expectation applies to show that the probability of S is the mean of the “Final” density, which is 8/12 or 2/3. So the probability of the pink density in the last panel is 2/3 and the probability of the blue density is 1/3.



Contrast with traditional 
(“frequentist”) approach
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Bayesian can ask, and answer, …
• Given the available data, what is probability 

the therapy is effective in patient population?
• Given the available data, what is probability 

the therapy will be shown to be effective in 
the trial? In a subsequent phase 3 trial?

• Given the available data, what is probability 
the therapy is effective in Ms. Hernandez?
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Bayesian Adaptive Clinical Trials over Time

Vox Clamantis in Deserto



Multi-armed bandit problems
Arm A Arm B
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Goal of Bayesian Bandits

• In gambling, Maximize expected winnings
• In clinical research, Maximize expected 

number of patients treated effectively
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Hal Varian, Chief Economist, Google, 
in 2009:

“I keep saying that the sexy job in the 
next 10 years will be statisticians.”
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Hal Varian at RSS 2012 Conference: Statistics at Google
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https://www.youtube.com/watch?v=p8R-UL6RPSg

https://www.youtube.com/watch?v=p8R-UL6RPSg


Janet Woodcock, then Director CDER FDA
2011, NEJM: “In 2010, the [FNIH] Biomarkers Consortium 

[including] the NIH, the FDA, patient groups, and 
pharmaceutical and biotech initiated a groundbreaking 
trial in breast cancer to predict drug responsiveness 
based on the presence or absence of genetic and 
biological markers … I-SPY 2.”

2013: FDA will need to "turn the clinical trial paradigm on 
its head” to allow personalized drug therapies to get on 
the market faster.

2015, Press launch of GBM AGILE: “This is the future.”
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Prototype Bayesian Adaptive 
Platform Trial: I-SPY 2

• https://www.ispytrials.org/i-spy-platform/i-spy2
• Everlasting Phase 2 trial in neoadjuvant breast cancer
• 27 experimental arms (19 pharma companies)
• Adaptively randomized 
• Fixed randomization (20%) to control
• > 2000 patients randomized, 2010 – present
• 8 disease subtypes; 10 possible signatures (indications)
• 7 arms have “graduated,” in 7 different signatures
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https://www.ispytrials.org/i-spy-platform/i-spy2
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Prototype Bayesian platform trials 
for drug registration in cancer

• GBM AGILE (glioblastoma)
• Precision Promise (pancreatic cancer)
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New & Transformative in a Phase 3 trial
1. Seamless shift, learn (phase 2) to confirm (phase 3)
2. Many arms, that enter and leave the trial
3. Common control (by patient subtype)
4. Controls include “contemporary controls” via time machine
5. Continuous learning and updating information
6. Adaptive randomization (in learn stage)
7. Identify and confirm arms’ biomarker indications, if any
8. Interpretation of Type I error
9. Decisions determined by predictive probability (PP)
10. Longitudinal model of disease burden
11. Hierarchical modeling of two control arms
12. Re-randomize patients to second-line therapy 21
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Patient enrolls,
assess subtype

Randomize to exp
arm or control

Update patient
outcome data

Update
longitudinal model

Calculate prob Stage 1 arm 
> control in each signature

Stop
max n

Decision
rule for Stage 

1 arms

Stop
futility

GraduateContinue
in Stage 1

Monthly cycle
in GBM AGILE

Enter
Stage 2

Add Stage 1 arms 
accrual permitting

Determine randomization 
prob within each subtype

Update prob Stage 1 arm 
> control for each subtype
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Diabetes, Obesity and Metabolism, Volume: 16, Issue: 8, Pages: 748-756, First published: 25 April 2014.

In diabetes (Trulicity)



In Alzheimer’s disease
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